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● For the first time, we show that multi-modal instruction tuning can 
make imagen models to generalize to a large variety of generation tasks.

S1. Retrieval-augmented continue training, S2. Multi-modal instruction-tuning
(stage 1 adapts the pre-trained model, and stage 2 fine-tunes the model with target tasks)

Highlight

● We introduce multi-modal instruction for image generation, which unifies 
tasks that inputs different conditions (e.g. Control2Img, Subject2Img, Style2Img, etc.)

● We proposed a two-stage fine-tuning framework to adapt pre-trained 
text2image models to accept multimodal instruction.

● Instruct-Imagen performs in-domain tasks on par with SoTA, and shows 
strong compositional generalization to novel generation tasks.
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Unifying Generation Tasks with Multi-Modal Instruction
We cast existing image generation tasks in the format of multi-modal instruction
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